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Can generalize to unseen sequences
“A cat is walking in the room.”
“A dog is walking in the room.”
“A dog is running in the kitchen.”
…
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We have been using 
this layer.
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Higher levers are 
contextualized!
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IT LOOKS NAÏVE?
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Is it really bidirectional? Think of multiple layers.
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WHY CAN WE NOT DO TRUE BIDIRECTIONAL (USING LSTM)?
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WHY CAN WE NOT DO TRUE BIDIRECTIONAL (USING LSTM)?

Assume we want to predict “a” when we see 
“open” [left to right]

But the layer above “open” has information about 
“a” from [right to left]



17

SOLUTION
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IN ADDITION TO MASK LM: NEXT SENTENCE PREDICTION

To summarize what we have seen so far, BERT improves over previous methods 
by introducing “real” bidirectionality via mask LM, and on top of that, BERT 
further uses a multi-task learning setup to predict the relation between two 
adjacent sentences.

How is it implemented?--Transformers



19

IN ADDITION TO MASK LM: NEXT SENTENCE PREDICTION

To summarize what we have seen so far, BERT improves over previous methods 
by introducing “real” bidirectionality via mask LM, and on top of that, BERT 
further uses a multi-task learning setup to predict the relation between two 
adjacent sentences.

How is it implemented?--Transformers



20

TRANSFORMERS



21

OVERVIEW

NSP: Next sentence prediction
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TRAINING DETAILS
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FINE-TUNING
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sentiment
Linguistically 
acceptable
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Learning a start and end vector from Ti
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TASKS THAT ARE SIGNIFICANTLY IMPROVED BY BERT
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RESOURCES

§ BERT [paper]: https://arxiv.org/abs/1810.04805

§ BERT [presentation]: 

https://nlp.stanford.edu/seminar/details/jdevlin.pdf

§ Transformers [blog]: http://jalammar.github.io/illustrated-

transformer/

§ Mask LM Demo By CogComp: 

http://orwell.seas.upenn.edu:4001/

https://arxiv.org/abs/1810.04805
https://nlp.stanford.edu/seminar/details/jdevlin.pdf
http://jalammar.github.io/illustrated-transformer/
http://orwell.seas.upenn.edu:4001/

