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4 Task Definition N/ Recent Progress on Temporal Relation Extraction )

Transitivity constraints (specifying a structure):

A temporal relafion describes the relafion between AoBBoCoAoC
fwo events with respect fo time. Highly interrelated and the decision of a relation often depends on other events. : .
* Labor intensive:
BEFORE S g n events=>0(n?) pairs
( ) “ . . . tructured learning : ~ 600
I met with him before leaving for Paris. More than 10 peo.ple h.ave (E1: VBN), poh’f:e said. A Low IAA: K, F{ =~ 60%
— car (E2: VBD) on Friday in a group of men. MATRES
ZTTVpi:e/\f\/c/c])cig;omp.org/poge/resourc
EMNLP’] !
. ) y What's the relation between E1 and E2? It would be {EACL’ ]725
‘S‘eTUp; WHG assume ThOT 90|d ?Vems (e.g.. "met” and easier if we knew E1=died and E2=exploded. TemProb
leaving”) are provided in this work. aims at providing typical temporal ordering EsPA
knowledge. [NAACL'19]

Labels: before, after, simultaneous, and vague. TemProb hitp://cogcomp.org/page/resource_view/114
Previous state of the art: CogCompTime [EMNLP'18] CogCompTime [EMNLP’18]: A feature- eTACO
based system that incorporates [EMNLP’19]
L , , . structured learning, TemProb, and
Highlight of this work: 10% albsolute improvement in MATRES.
OCCU"OCY (25% error reduchon) by CogCompTime https://github.com/qiangning/CogCompTime
. A neuralized model
. Contextualized word-embeddings This work: An extension of CogCompTime, which combines neural models with more recent
. A Siamese network encoding common sense contextualized word-embeddings, and a Siamese common-sense encoder (CSE).

j \hﬂps://cogcomp.seas.upenn.edu/page/publica’rion_view/879
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4 TemProb: Typical Temporal Ordering N/ MATRES: Multi-Axis Modeling
When the verbs are missing, it's very difficult even for
humans to figure out the relation. However, it we know Existing data annotation schemes
that E1=died, and E2=exploded, it's obvious that E2->E1 o o
due to our prior knowledge about these verbs. Scheme 1: General graph modeling urapprodach s o
- E.g., TimeBank k?;]l(]ﬂ(fre beTW”eedn MATRES data statistics
- Noresticfions on modelng s Purpose | #Doc | #Everts | #TempRel
- - q: :
Accept Determine 42 26 / TB+AQ Train 255 8K 13K
P PT Test 20 537 837
Ask Hel 36 9 Scheme 2: Chain modeling €S
° - E.g., TimeBank-Dense [ACL'14] i ?jlscl). G”Og\/ Senlse TCR Test 25 1.3K 2.6K
Attend Schedule 1 82 - A strong restriction on modeling m.O .e Ing, BU On.y | |
Accept Propose 10 77 - Any pairis comparable within a same axis.
Die Explode 14 33 - But many are confusing
“Service industries showed solid job
TemProb is a probabilistic knowledge base that provides Intention P gains, as did manufacturers, fwo areas
typical temporal ordering between verbs (i.e., temporal to restore order L ofice ed 'o SIMINJTE Ne expected fo be hardest hit when the
. . - A7~ pro-independence army and effects of the Asian crisis hit the
ordering common sense). CogComplime adopfts the stafistics y ~ restore order. At least 51 people NEEoh Ceoe
found in TemProb as an additional. V( \X\ were killed in clashes between
\\ \ police and citizens in the Ooind .
] ) ] ) ) . y pilnion axis
However, TemProb is a simple counting model and fails (or is to eliminate armys P~ —_ \ froubled region. N
. _— araest ni
unreliable) for unseen (or rare) tuples. For example, we may // \\* \ \8
see (ambush, die) less frequently than (attack, die) in a corpus, \/(\ \\\\ crisis hit America x \
and the observed frequency of (ambush, die) being before or N \Y Main axis o
. . . y by ® > Asian crisis expecte vVMa_'LI‘I axis
after is thus less reliable. However, since “ambush” is Olicetﬁed\‘{ ) >
: . y ,, . : P _— ~ “ 51 people killed N\ 1 A -+ Showe
semantically similar to “attack”, the statistics of (attack, die) ~ < _ - - N _” N_/
Kcon actually serve as an auxiliary signal to (ambush, die). / \ /
Proposed Neural Sfructure N\ Results on MATRES )
System Emb. Acc. Fi1 Fiwae Avg.

i(a)LSTM w/ position indicators (or, xml markups)
. (previously used for this task)

word2vec 63.2 67.6 60.5 63.8

(c)Siamese network trained i D)

GloVe 64.5 69.0 61.1 64.9

h on (a modified) TemProb i M el
out i X i ; v v, i Pl FastText 60.5 647 595 61.6
: | 200 200
(omitted) | ——— ELMo 67.5 739 63.0 68.1
, , 60 o , BERT 688 736 617 68.0
128 or 256 : i i
word embeddings i 7 ; word2vec 65.0 69.5 594 64.6
GloVe 649 695 609 65.1
£ <el> t, </el> [ Concat FastText 640 68.6 60.1 64.2
e e ELMo 677 740 633 683
___________________________________________________________________________________________________ | h l | BERT 69.1 744 637 69.1
i a st % i
i i . | i ELMo 71.7 7677 660 715
- - ; g 126 § ConcatCSE  pppT 713 763 665 714
el e2 ! : \ :
CogCompTime - 61.6 666 60.8 63.0

« Concat (i.e., the (b) network on the left) is generally better
than position indicator (P.l.; the (a) network).

« Contextualized embeddings expectedly improved over
conventional embeddings.

word embeddings i i i

th & th
(b)LSTM w/ concatenations of two hidden states

K / \ Improved over CogCompTime significantly. j
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